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Microsoft’s commitment is to build AI systems that are 
safe, secure, and trustworthy 

“Establishing codes of conduct early in the development of this 
emerging technology will help ensure its overall safety, security, and 
trustworthiness. It will also allow us to better unlock AI’s positive impact 
for communities around the world.”

Brad Smith
Vice Chair and President, Microsoft Corporation

See Our commitments to advance safe, secure, and trustworthy AI



Microsoft’s 
governance framework AI principles

Fairness  • Privacy & security  • Transparency
Reliability & safety  • Inclusiveness  • Accountability

Corporate AI Standard

Goals  • Requirements  • Practices

Implementation

Training  • Tools  • Testing

Oversight

Monitoring  • Reporting  • Auditing  • Compliance



Microsoft Responsible AI Impact Assessment

01 Project 
overview

Intended 
uses

Adverse 
impacts

Data 
requirements

Summary of 
impact

• System profile and 
system lifecycle stage

• System description, 
purpose and features

• Geographic areas, 
languages and 
deployment mode

• Intended uses

• Assessment of fitness for 
purpose

• Stakeholders, potential 
benefits & potential 
harms

• Stakeholders for Goal-
driven requirements

• Fairness considerations
• Technology readiness 

assessment, task 
complexity, role of 
humans, and deployment 
environment complexity

• Restricted Uses
• Unsupported uses 
• Known limitations
• Potential impact of failure 

on stakeholders
• Sensitive Uses

• Data requirements
• Pre-defined data sets

• Potential harms and 
preliminary mitigations

• Goal applicability
• Signing off on the Impact 

Assessment

02 03 04 05

Aligned with the ISO/IEC DIS 42005:2024
Information technology - Artificial intelligence - AI system impact assessment



Learn more in our Transparency Report

Learn how Microsoft:

 Builds generative AI applications 
responsibly

 Makes decisions about releasing 
generative AI applications

 Supports you as you build 
generative AI applications for 
your customers

 Learns, evolves and grows

https://aka.ms/RAITransparencyReport2024



Manage
Manage or 

mitigate 
identified risks



This is a AI system, 

You can attack it like you would attack any software… Attacks on its infrastructure, or 
on how it connects to other systems are deterministic

Serving infrastructure

AI system

Other systems

Does the model run in a 
secure VM? 
Does its access to data go 
through secure paths?
Which credentials does it use 
during access?
Can an attacker compromise the
serving instance?

These are traditional security 
questions.



Generative AI introduces new attack surfaces…

Attacks that go through language and media are fuzzy – they cannot be stopped 
deterministically –

Serving infrastructure

AI system

Other systems

Saying the same thing twice 
won’t have the same effect
Slight changes in phrasing 
will have a different outcome



…And new safety & security risks

…

• System compromise
• Overreliance
• Widening

• Exclusory interpretation
• Content production & 

dissemination
• Content exposure
• Knowledge recovery

• Human impersonation
• Ability amplification



MathPrompt jailbreaking

Source: Jailbreaking Large Language Models with Symbolic Mathematics



Map potential risks

Conduct 
see AI Security Risk Assessment and Threat Modeling AI Systems and Dependencies

Identify in the intended scenario(s)
1. Review list of potential risks presented by LLMs, MMMs or SLMs in general and identify which 

ones are relevant to the scenario(s)
2. Identify any additional risks or increased scope of risk presented by the specific model (e.g., 

GPT-4o, etc.) being integrated for a specific scenario
3. Identify any additional risks or increased scope of risk presented by the specific AI system 

scenarios via a .  

Conduct to test and verify the presence of risks 
see Microsoft AI Red Team (AIRT)

Prioritize risks based on 

Document and share the details of identified risks, red teaming results



Manage the identified risks

User experience

System message and 
grounding

Safety system

Model

Generative AI system

Monitor and protect model inputs and outputs

Choose the right model for the use case

Prompt injection

Insecure output handling

Sensitive information disclosure

Excessive agency

Insecure plugin design

OWASP Top 10 Risks for LLM Applications



Deploy models with the multiple mitigation layers

Generative AI systemGenerative AI system

System
Safety
System
Safety

Filtered Response

Modified & Filtered 
Prompt

Modified 
Prompt

Response

Evaluation and monitoringEvaluation and monitoring

User experience

User prompt

App response



Design for transparent, responsible human-AI interactions

about AI’s role 
and limitations

• Highlight potential inaccuracies 
in the AI-generated outputs

• Disclose AI's role in 
the interaction

• Prevent anthropomorphizing 
behavior

Ensure

• Encourage human intervention
• Reinforce user accountability
• Restrict automatic posting on 

social media

on AI
• Cite references and information 

sources
• Limit the length of inputs and 

outputs, where appropriate
• Prepare pre-determined 

responses
• Detect and prevent bots built on 

top of your product

Microsoft HAX Toolkit : 
a distillation of 30 
years of industry and 
academic research



https://aka.ms/genAI_reliance

People accept incorrect AI 
outputs…

https://aka.ms/overreliance_review

Ensure on generative AI



Measure prioritized risks

Evaluation is an ongoing, iterative process with 
1. Create a set of input templates to build a measurement input prompt set for each identified 

and prioritized risk
2. Pass the inputs to the system and generate system outputs
3. Evaluate system outputs and report out results
4. Repeat measurement periodically, and after each significant change to the product, to assess 

mitigations and ensure there is no regression

Open-ended 
outputs require new 

metrics

Quality tests 
require quality test 

data

Results must be 
explainable to be 

actionable

Measurement challenges



Operate generative AI systems

• Develop a 
giving a limited set of people the opportunity to try the system and 
provide feedback before the system is released more widely 

• Develop an and

including the time needed to respond to an unexpected issue quickly

• harms and misuse 
by building in features and processes to block problematic prompts, 
responses, and users as close to real-time as possible

• Build
mechanisms
to help improve the AI system



Looking ahead
1. Innovative new approaches to responsible AI 

development in our own products.

2. Creating tools for our customers to responsibly 
develop their own (generative) AI systems.

3. Sharing our learnings and best practices with the 
responsible AI ecosystem at large.

4. Supporting the development of laws, norms, and 
standards via broad and 
inclusive multistakeholder processes.



Pour (bien) démarrer, visiter le site : 
https://aka.ms/RAIresources

AnglaisFrançais -



github.com/microsoft/responsible-ai-workshop
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