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One step further following numerous regulations 
governing data and digital services

RGPD : 
Some similarities and complementarity, even if the purpose is different. 
GDPR compliance is for instance a prerequisite in a declaration of 
conformity for high-risk AI system and some approaches are comparable 
(e.g. in terms of transparency obligations)

Digital Service Act :
A applies to online platforms and search engines for transparency reporting 
on their internal complaints handling systems and content moderation 
activities. But also to guarantee a high level of protection for the privacy, 
safety and security of minors.

Data act : 
DA specifies who can create value from data, and under what 
conditions.regulate data sharing between companies and consumers, and 
prohibit unfair data access terms

Data Act

Jan 2024 

Data 
Governance

Act

Sept 2023 

Digital 
Market Act

March 2024 
Digital 

Service Act

Feb 2024 

RGPD 

June 2018 
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The banking sector is strongly impacted by this regulatory 
tightening

Digital transformation: a key 
regulatory challenge for the ECB

ECB Banking Supervision: SSM supervisory priorities 2024 - 2026

Furthur progress in digital transformation and building 
robust operational resilience frameworks

DORA regulation aims to ensure the operational 
resilience of financial entities against digital risks. 
As financial services become increasingly 
dependent on information and communication 
technologies (ICT), DORA addresses the growing 
need to protect critical infrastructures from cyber 
threats and other disruptions.

On the other side, Guidance on Loans origination 
and Monitoring opened a thin way by allowing 
institutions and creditors to adopt methods which 
may include models, depending on the risk level, 
size and type of loan 
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Main objectives of the AI Act

Protect EU 
citizens from
the potential

risks of AI

Ensure
legal certainty

And a single
EU market
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What is the AI Act ?

Exemptions: AI systems developed or used exclusively for military or national security purposes
R&D, AI systems released under free and open source licences (partial)

Regulating the use of AI systems not the technology

Horizontal legislation (basis for sectoral ones)

EU regulation – directly applicable
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Who is it for?

AI Providers

AI Users/deployers Product Manufacturers

Distributors & Importers
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Generative AI: specificities under the AI Act:

*: General Purpose Artificial Intelligence

Unacceptable Risk – Total Ban
E.g. Social scoring, mass surveillance

High Risk – Strict Requirements Defined
E.g. Recruitment, Health, Education, Essential public services, AI 
used in planes

Limited risk – Transparency Only
AI systems interacting with human, e.g Chatbot

Low Risk – No Obligations
E.g. Gmail spam filters

GPAI* models with
systematic risk and GPAI 

models

Technology based

AI systems are classified 
according to their purpose.

A risk-based approach

/!\ Risk levels and requirements
are not mutually exclusive



C2 – Usage restreint 

Section B
(sectors)

S

Section A
(NLF)

High-risk AI systems

AI systems intended to be used as a safety component
in regulated framework (Annex I)

AI systems operating in the areas listed in Annex 
III where fundamental rights issues arise

...

Implementation via delegated & 
implementing acts
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Transparency

Human Oversight

Automatic Event 
Recording

Technical Documentation

Data Governance

Risk Management

Appropriate Level of 
Accuracy, Robustness and 
Cybersecurity

Requirements and obligations for high-risk AI systems

Additional
obligations 

depending on the 
role in AI value 

chain

Underpinned by technical standards (CEN-CENELEC)

Meeting standards gives presumption of conformity
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AI Act – Standardization Request

AI Act standardization request (SR) for horizontal
harmonized standards (high-risk AI systems only):

1. Risk management system for AI systemsௗ(SR1)
2. Governance and quality of datasets used to build AI

systemsௗ(SR2)
3. Record keeping – built-in logging capabilities in AI systemsௗ(SR3)
4. Transparency and information to the users of AI systemsௗ(SR4)
5. Human oversight of AI systemsௗ(SR5)
6. Accuracy specifications for AI systemsௗ(SR6)
7. Robustness specifications for AI systemsௗ(SR7)
8. Cybersecurity specifications for AI systemsௗ(SR8)
9. Quality management system for providers of AI systemௗ(SR9)
10.Conformity assessment for AI systemsௗ(SR10)

General Purpose AI:

Reliance on codes of 
practices until harmonised
standards are developed

CEN-CENELEC JTC21
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Generative AI: specificities under the AI Act
*: General Purpose Artificial Intelligence

Unacceptable Risk – Total Ban
E.g. Social scoring

High Risk – Strict Requirements Defined
E.g. Recruitment, Health, AI used in FALs, AI used 
in planes (civil aviation)

Limited risk – Transparency Only
E.g Chatbot

Low Risk – No Obligations
E.g. Gmail spam filters

GPAI* models with
systematic risk and GPAI 

models

Technology based

AI systems are classified 
according to their purpose.
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Technical documentation

Documentation of energy
consumption

Info-sharing for future integration
by deployers

Copyright provisions

Public summary of training data

Model evaluation

Risk assessment and mitigation

Cybersecurity for model and 
physical infrastructure

GPAI models GPAI models
w/ systemic risks

Reliance on codes of practices until 
harmonised standards are developed

Threshold: 
high impact + FLOPS > 10^25

For providers:
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Sanctions under the AI Act

33

22

11

Provision of inaccurate, incomplete or misleading
information to notified bodies or national competent
authorities

Fine of up to €7,5M or 1%
of annual turnover

Fine of up to €15M or 3% of annual 
turnover

Fine up to €35M or 7% of annual turnover
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Notifying
authorities

Notifying
authorities

Notifying
authorities

Supervision and enforcement

• Supporting the AI Act and enforcing 
general-purpose AI rules

• Contributing to the coherent 
application of the AI Act across the 
Member States

• Strengthening the development and 
use of trustworthy AI

• Fostering international cooperation 
and governance on AI

• Collaboration with a diverse range of 
institutions, experts and stakeholders 0606

European Artificial
Intelligence Office

Notifying
authorities

National competent authorities and 
single points of contact

EU AI BoardEU AI Board

Advisory For
um

Advisory For
um

Scientific 
Panel

Scientific 
Panel

“Setting up and carrying 
out the necessary 
procedures for the 
assessment, designation 
and notification of 
conformity assessment 
bodies and for their 
monitoring”

Notifying
authorities

Notifying
authorities

Notifying
authorities

Market surveillance 
authorities “Authority carrying out 

the activities and taking 
the measures pursuant 
to Regulation ”

Member States shall designate a 
market surveillance authority to act as 
the single point of contact for this 
Regulation, and shall notify the 
Commission of the identity of the single 
point of contact
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AI Act Implementation Timeline

GPAI models rules apply
+ National authorities 

designated
+ governance

2 August 2025

General Purpose 
AI codes of practices 

should be ready

2 May 2025Bans apply
+ AI literacy rules 

apply

2 February 2025

AI Act enters into 
force

August 2024

Guidelines specifying the practical 
implementation of Article 6 

“Classification rules for high-risk 
AI systems” 

+ Implementing Act laying down 
detailed provisions on the 

template for the post-market 
monitoring plan for high-risk AI 

systems

2 February 2026

As of early 2025, then gradual application

1 August 2024

High-risk AI system 
requirements apply for 

Annex III
+ Transparency rules 

apply

2 August 2026

High-risk AI system 
requirements apply 

for Annex I

2 August 2027
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AI Act – Retroactive application?

AI systems in scope already on the 
market or into service before

date of application

GPAI models already on the market
before date of application

of GPAI rules

Compliance w/ high-risk requirements Compliance w/ GPAI provisions by mid-2027

High-risk AI systems already used by public 
authorities must be compliant by mid-2030

If substantial modification
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The European Commission 

SHALL also provide guidelines on 
the practical implementation of:

CAN adopt delegated acts
relating to:

• The definition of an AI systel
• The requirements for high-risk AI systems
• The prohibited practices
• The provisions related to substantial 

modification
• The transparency obligations
• The relationship of the AI Act with the 

other EU harmonisation legislation listed in 
Annex I

• The classification rules for high-risk AI 
systems

• To amend the high-risk AI systems list in 
Annex III

• To amend Annex IV related to the technical 
documentation requirement for high-risk AI 
systems

• The conformity assessment for high-risk AI 
systems and the EU declaration of conformity

• To amend the to amend the articles linked to 
the classification of GPAI models as GPAI 
models with systemic risk



20

Use cases
02



C2 – Usage restreint 

You are using a third-party AI system to assess a natural person's creditworthiness

• The AI Act applies to you
• Your role : Deployer
• High-risk AI system

Use case 1
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01 03

0507

Put in place appropriate technical
and organisational measures to
use the system according to the
instructions for use supplied by
the provider

Ensure input data is relevant 

Ensure the keeping of logs
automatically generated by
AI systems when they are under
its control 

Perform a Fundamental Rights
Impact Assessment

See (*) in Notes

02

Assign human oversight to natural
persons who have the necessary
competence, training, authority
and support

04

Monitor the operation of the high-
risk AI system and report and
suspend the use of the
AI system when considering that
the AI system use, in accordance
with the instructions, may result in
the AI system presenting a risk 

06

Carry out a Data Protection
Impact Assessment

08
Prior using the high-risk AI system
at the workplace: inform workers
representatives and the affected
workers that they will be subject to
the system
+ Inform individuals that they are
subject to the use of an AI system
in making creditworthiness
decisions

Use case 1 – What needs to be done:
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You are using, for internal purposes, a conversational assistant provided by a third party,
for PDF documents (providing summaries, translations, and answering to questions, etc.)

• The AI Act applies to you
• Your role : deployers

• A limited-risk AI system based on 
a General Purpose Model = a 

limited-risk GPAI system

Use case 2
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• No requirement linked to the use of the GPAI model under the AI 
Act

• Regarding the use of the GPAI system => Disclose that content is
artificially generated or manipulated

• Nevertheless, the AI Act does not replace other regulations (i.e.: 
GDPR) and company internal codes of practice (i.e.: data 
confidentiality)

Use case 2 – What needs to be done:
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Thank you
for your attention

bruno.maillot@soprasterianext.com
vincent.lefevre@soprasterianext.com


